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Abstract

A new algorithm for automatic phase correction of NMR spectra based on entropy minimization is proposed. The optimal zero-

order and first-order phase corrections for a NMR spectrum are determined by minimizing entropy. The objective function is

constructed using a Shannon-type information entropy measure. Entropy is defined as the normalized derivative of the NMR

spectral data. The algorithm has been successfully applied to experimental 1H NMR spectra. The results of automatic phase

correction are found to be comparable to, or perhaps better than, manual phase correction. The advantages of this automatic phase

correction algorithm include its simple mathematical basis and the straightforward, reproducible, and efficient optimization pro-

cedure. The algorithm is implemented in the Matlab program ACME—Automated phase Correction based on Minimization of

Entropy.

� 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction

Normally, zero-order and first-order phase correc-
tions are required for Fourier transform NMR spectra

in order to obtain the desired appearance of the real part

of the spectra. The zero-order phase misadjustment

arises from the phase difference between the reference

phase and the receiver detector phase. The first-order

phase misadjustment arises from the time delay between

excitation and detection, flip-angle variation across the

spectrum, and phase shifts from the filter employed to
reduce noise outside the spectral bandwidth [1–3]. Zero-

order phase correction is frequency-independent, while

first-order phase correction is frequency-dependent.

The misphased Fourier transform NMR spectrum

consisting of the complex points can be phase corrected

by applying the equations

Ri ¼ R0i cosð/iÞ � I0i sinð/iÞ; ð1Þ

Ii ¼ I0i cosð/iÞ þ R0i sinð/iÞ; ð2Þ
where R0i and I0i represent the misphased ith data points

for the real and imaginary parts of the NMR spectral

data, respectively, Ri and Ii denote the phase-corrected
ith data points, and /i is the total phase correction in

radians applied to the ith data points as shown in

/i ¼ phc0þ phc1� i
n
; ð3Þ

where phc0 is the zero-order term, phc1 is the constant

part of the first-order term, and n is the total number of

real data points.

There already exist algorithms automating the pro-
cedure of phase correction. As early as 1969, Ernst [4]

introduced an automatic phase correction method using

the Hilbert transform to find a dispersion spectrum with

total integral zero and absorption spectrum with maxi-

mum integral. This approach is limited by the spectral

signal-to-noise ratio and baseline distortion. Craig and

Marshall [1] proposed a method based on dispersion

versus absorption plots (DISPA). However, when there
are no isolated spectral lines, the phases cannot be cal-
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culated correctly because overlap distorts the DISPA
circle. Van Vaals and Gerwen [5] developed a method

employing the measured phases at the peak positions of

spectral lines to calculate the phase distortion. Brown

et al. [6] introduced an automatic method by baseline

optimization. Heuer [7] reported a noniterative method,

APSL (automatic phasing by symmetrizing lines), for

automatic phase correction. This approach exploits the

fact that symmetric lines are maximally symmetric in
correctly phased absorption spectra.

Although many algorithms have been proposed for

automatic phase correction, some of them involve rather

complicated mathematical models and some are limited

by signal-to-noise ratio or overlapping bands. In this

paper, an efficient algorithm for automatic phase cor-

rection is proposed based on entropy minimization.

2. Theory

Compared with the initial Fourier transform NMR

spectra, the desired phased NMR spectra have non-

negative bands and show, in many ways, the simplest

spectral features. However, it can be noted that the

simplest representation of a signal corresponds to its
entropy-minimized form (given an appropriate mea-

sure). Every probability distribution has some uncer-

tainty associated with it. The concept of ‘‘entropy’’ for a

quantitative measure of uncertainty was first introduced

to information theory by Shannon [8]. Shannon sug-

gested the following equation to measure the uncertainty

and called it the entropy of the probability distribution

h:

S ¼ �
X
j

hj ln hj: ð4Þ

Entropy minimization was first successfully applied to

the estimation of pure component spectra from un-

known mixture spectra by Sasaki et al. [9,10]. Entropy
minimization is widely recognized as the essence of

pattern recognition [11,12]:

MinG ¼ �
X
s

X
v

hsv ln hsv þ P ða; cÞ: ð5Þ

The probability distribution hsv was first defined as the
normalized second derivative of the estimated and

scaled pure component absorptivity, s is the number of

species, v is data channels, G is the objective value, and
P is a penalty function to ensure nonnegativity in the

estimated pure component spectra a and concentrations

c. The results showed that entropy minimization can

ensure estimated pure component spectra with the

smoothest and simplest features. Zeng and Garland [13]

modified the approach of Sasaki et al. and applied en-

tropy minimization to the estimation of pure component

spectra from highly overlapping simulated mixture

spectra, and the expression of the entropy function with
the fourth derivatives was desired in their case. Further

modifications of this approach have been successfully

used for system identification purposes in reactive

chemical systems using FTIR spectroscopy [14–18].

As mentioned above, the derivatives of spectra are

often defined to be probability distributions h in differ-

ent problems of spectral analysis such as the work of

Sasaki et al. [9,10] and Garland and co-workers [13–18].
Different expressions for entropy may be preferred in

different problems. Therefore, it is necessary to test

different expressions of entropy (1st–4th derivative)

when entropy minimization is applied to the phase

correction of NMR spectra.

When a Fourier transform NMR spectrum is ap-

propriately phased, the real part of the phased spectrum

has only nonnegative spectral bands and this is in many
ways the simplest physically meaningful spectral repre-

sentation. In stark contrast, the imaginary part pos-

sesses both positive and negative extrema [1].

Accordingly, only the entropy of real parts of phased

spectra by phc0 and phc1 is considered in the objective

function.

The objective function possessing a Shannon [8] type

information entropy measure for the phase correction
problem is shown in the following equation, where h is

the normalized derivatives of the signal or NMR spec-

tral data, P is a penalty function to ensure nonnegative

bands in the spectrum, and m is the order of the deriv-

ative of the phased spectra (m ¼ 1, or 2, or 3, or 4):

MinE ¼ �
X
i

hi ln hi þ PðRiÞ

w:r:t: phc0; phc1

hi ¼
jRm

i jP
i
jRm

i j

Ri ¼ R0i cosð/iÞ � I0i sinð/iÞ

/i ¼ phc0þ phc1� i
n
:

ð6Þ

In the above minimization problem, the penalty func-

tion P is introduced to ensure nonnegative bands in the

spectrum,

P ðRiÞ ¼ c
X
i

F ðRiÞR2i

" #
; ð7Þ

where c is a penalty factor which should be set appro-
priately to balance the contributions of the entropy and

penalty parts. The function F is defined as

F ðyÞ ¼ 0; y P 0

1; y < 0:

�
ð8Þ

In the present contribution, the factors of the zero-order

and the first-order phase correction for one Fourier

transform NMR spectrum, phc0 and phc1, are optimized
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by the simplex method. The simplex method is appro-
priate in this case because only two unknowns must be

determined. More sophisticated optimization methods

such as simulated annealing are totally unnecessary.

3. Experimental details and results

The experimental data used in this study arise
from the reaction of CpCrðCOÞ2ðS2CNEt2Þ and ½CpCr
ðCOÞ3	2 in d8-Toluene as solvent [19]. 1H NMR spectra

were measured on a Bruker 300MHz FT NMR spec-

trometer. The digital resolution of the frequency domain

spectrum was 0.726609Hz/Pt. There are 4551 data

points for each spectrum. 1D Bruker WIN-NMR soft-

ware was used to analyze the data. Prior to Fourier

transformation, DC correction and exponential apodi-
zation with LB¼ 0.1 (line broadening factor) were ap-
plied to the FID data. Then a FT 1H NMR spectrum

was obtained as shown in Fig. 1a. The automatic phase

correction was done using Bruker�s 1D WIN-NMR

software, and the autophased spectrum is shown in

Fig. 1b.

The entropy minimization algorithm for autophasing

FT NMR spectra is written in MATLAB (ACME—
Automated phase Correction based on Minimization of

Entropy) [20]. The simplex method was employed to

optimize the two variables phc0 and phc1 for the mini-
mization problem. The computing time is a few seconds

on a PC. In order to test the effects of noisy data on

entropy minimization, randomly distributed noise was

added to the spectrum in Fig. 1a. The approximate

signal-to-noise ratio was 15. The noisy FT NMR spec-

trum is shown in Fig. 2a. Then entropy minimizations

using different derivatives were applied to the FT NMR

spectra in Figs. 1a and 2a. The results of the entropy
minimization are shown in Table 1. The numerical val-

ues of the entropy and penalty were also calculated for

the manually phased spectrum and the autophased

spectrum by 1D WIN-NMR. The results are shown in

Table 2.

The spectra after automatic phase correction by en-

tropy minimization using the 1st derivative for FT

NMR spectra in Figs. 1a and 2a are shown in Figs. 3
(solid curve) and 2b, respectively. In addition, the FT

NMR spectrum was manually corrected using the 1D

WIN-NMR software. The manually phased spectrum is

also shown in Fig. 3 (dashed curve). It is noted that the

Fig. 1. A Fourier transform NMR spectrum (a) and the result (b) after

automatic phase correction using WIN-NMR.

Fig. 2. A noisy Fourier transform NMR spectrum (a) and the result (b)

after automatic phase correction by entropy minimization using the 1st

derivative.
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autophased spectrum using entropy minimization is

much better than the one using default automatic phase

correction in 1D WIN-NMR (Fig. 1b) and is very sim-

ilar to the manually phased spectrum (dashed curve in

Fig. 3).

As shown in Table 1, it is noted that all derivatives

offer similar results for phase correction even in the case

of very noisy data. All derivatives work very well for the
phase correction problems. In addition, as shown in

Table 2, it is found that the entropy of the manually

phased spectrum is close to that of the autophased

spectrum achieved by entropy minimization, but the

penalty of the former is much larger than that of the

latter, which means that there are more negative data in

the manually phased spectrum. Meanwhile, the autoph-

ased spectrum by 1D WIN-NMR is also compared with
the above discussed spectra in terms of the contributions

of entropy and penalty. Similarly, it is noted that the

penalty of the autophased spectrum by 1DWIN-NMR is

much higher than that of the autophased spectrum by

entropy minimization. There are many negative data in

the autophased spectrum by 1D WIN-NMR.

4. Further discussion

The present algorithm is, in and of itself, an interesting

alternative to previous methods for phase correction in

NMR spectroscopy. However, it is interesting to note

Fig. 3. The comparison of the result after automatic phase correction

by entropy minimization using the 1st derivative (solid curve) and the

result after manual phase correction using WIN-NMR (dashed curve).

Table 1

The results of entropy minimization using different derivatives for FT NMR spectra in Figs. 1a and 2a

Results 1st derivative 2nd derivative 3rd derivative 4th derivative

FT NMR spectrum in Fig. 1a

(c ¼ 5e� 5 in Eq. (7))
Optimal phc0 (degree) 39.08 39.08 39.08 39.08

Optimal phc1 (degree) 16.38 16.38 16.38 16.38

Entropy 6.23 7.07 6.83 7.39

Penalty 5.14 5.14 5.14 5.14

Objective value 11.37 12.21 11.97 12.53

FT NMR spectrum in Fig. 2a

(c ¼ 8e� 3 in Eq. (7))
Optimal phc0 (degree) 38.63 38.42 38.42 38.42

Optimal phc1 (degree) 17.86 17.84 17.84 17.80

Entropy 8.00 8.16 8.13 8.15

Penalty 5.53 5.42 5.42 5.42

Objective value 13.53 13.58 13.55 13.57

Table 2

The contributions of entropy and penalty for the manually phased spectrum (Fig. 3, dashed curve) and the autophased spectrum (Fig. 1b) by 1D

WIN-NMR

Results 1st derivative 2nd derivative 3rd derivative 4th derivative

Manually phased spectrum

(c ¼ 5e� 5 in Eq. (7))
Entropy 6.23 7.07 6.82 7.38

Penalty 40.29 40.29 40.29 40.29

Objective value 46.52 47.36 47.11 47.67

Autophased spectrum

(c ¼ 5e� 5 in Eq. (7))
Entropy 6.24 7.08 6.82 7.37

Penalty 356.22 356.22 356.22 356.22

Objective value 362.46 363.30 363.04 363.59
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that the motivation for this development actually arose
from the need to process hundred, even thousands, of

sequential NMR spectra obtained from reaction studies.

The resulting NMR spectra, having the important

characteristic of minimized entropy, are thus properly

preconditioned for further numerical analysis—particu-

larly system identification of reactive systems [21],

and pattern recognition/deconvolution using entropy

measures [11–17].

5. Conclusions

Automatic phase correction for FT NMR spectra

drew considerable attention in the 1990s [22–26]. Various

automatic algorithms for phase correction had been
proposed using DISPA, symmetrizing lines, baseline

optimization, etc. These algorithms are limited by signal-

to-noise ratio, overlapping bands, etc. In contrast, the

automatic phase correction algorithm presented in this

contribution only employs the rather straightforward

concept of signal entropy. Entropy minimization can

efficiently generate the desired autophased spectra even

in the presence of considerable noise. The expressions for
the entropy function with 1st–4th derivatives all offer

desired results for phase correction of FT NMR spectra.

The algorithm as implemented in MatLab is fast.
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